
10/20/2011 7:39 PM 

Low-Redundancy Two-Dimensional RAID Arrays 
Jehan-François Pâris 

Dept. of Computer Science 
University of Houston 

Houston, TX 77204, USA 
paris@cs.uh.edu 

Ahmed Amer 
Dept. of Computer Engineering

Santa Clara University 
Santa Clara, CA  

a.amer@acm.org 

Thomas J. E. Schwarz, S. J. 
Depto. de Informática y Ciencias de la Computación 

Universidad Católica del Uruguay 
11600 Montevideo, Uruguay  

tschwarz@ucu.edu.uy 

Abstract—Most extant two-dimensional RAID arrays tend to use 
a square matrix organization such that each row and each 
column of the array forms a parity stripe. These arrays require 
2k parity disks to protect the contents of k2 data disks against all 
double disk failures and most triple disk failures. We investigate 
the reliability of a lesser known organization that allows k parity 
disks to protect k(k – 1)/2 data disks against all double and most 
triple failures. We found that this organization can provide the 
same or better mean times to data loss (MTTDLs) than organiza-
tions requiring more parity disks to protect the same number of 
data disks. 
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I.  INTRODUCTION 
One of the major issues in storage technology is finding 

cost-effective solutions for the long-term storage of archival 
data. The topic is growing in importance as more organiza-
tions now maintain larger amounts of data online. Archival 
storage systems differ from other storage systems in two 
important ways. First, the data they contain remain largely 
unmodified once they are stored. As a result, write rates are a 
much less important issue than in conventional storage sys-
tems. Second, these data have to remain available over time 
periods that can span decades.  

The best way to increase the survivability of data is 
through the use of redundancy. Two well-known examples of 
this approach are mirroring and m-out-of-n codes. Mirroring 
maintains two replicas of the stored data while m-out-of-n 
codes store data on n distinct disks along with enough redun-
dant information to allow access to the data in the event n – m 
of these disks fail. The best-known organizations using these 
codes are RAID level 5, which uses an (n – 1)-out-of-n code, 
and RAID level 6, which uses (n – 2)-out-of-n codes. 

Two-dimensional RAID arrays are disk organizations 
wherein each disk holding data belongs to two independent 
RAID arrays. Fig. 1 represents one such organization consist-
ing of nine data disks and six parity disks: each data disk 
belongs to a first RAID array comprising all disks in the same 
row and a second RAID array comprising all disks in the same 
column. This organization is especially attractive when its 
constituting elements are RAID level 4 arrays with all their 
parity blocks located on a single disk. As seen in Fig. 2, the 
sole triple failures that can result in a data loss are the failure 
of one data disk and its two parity blocks. As a result, two- 
dimensional RAID arrays are best suited for archival storage 
systems where reducing failure risks is paramount and the 
update rate limitations of RAID level 4 arrays are not an issue.  

Some of us had previously investigated the so-called 
“square” two-dimensional arrays with k2 data disks and 2k 
parity disks [PSL07]. We turn this time our attention to arrays 
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Fig. 1 – A two dimensional RAID array with nine data disks and six 
parity disks. 
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Fig. 2 – The same array experiencing the simultaneous failures of one 
arbitrary data disk, the parity disk in the same row and the parity disk 
in the same column. 

requiring significantly fewer parity disks to ensure that all data 
disks belong to two distinct parity stripes.  

We propose to show that that these array organizations can 
provide the same or better mean times to data loss (MTTDLs) 
than organizations requiring more parity disks to protect the 
same number of data disks against all double failures and most 
triple failures. 

The remainder of this paper is organized as follows. 
Section 2 introduces our method and Section 3 discusses its 
impact on the mean time to data loss of the archived data. 
Section 4 compares it with two other redundant organizations 
while Section 5 surveys previous work on storage system 
reliability. Finally, section 6 has our conclusions.  

II. OUR PROPOSAL 
Square-shaped two-dimensional RAID organizations like 

the one depicted in Fig. 1 protect against all double disk fail-
ures because they satisfy the two following conditions: 
1. Each data disk belongs to two distinct parity stripes. 
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Fig. 3 – A two-dimensional RAID organization using four parity 
disks to protect the contents of six data disks against all double disk 
failures. 

2. Two distinct parity stripes have at most one common data 
disk. 

Disk array organizations that require fewer parity disks to 
protect against all double disk failures have been known for 
some time [HG+94] and dismissed as a mere curiosity. These 
organizations satisfy the two above conditions while only 
requiring k parity disks to protect k(k – 1)/2 data disks. For 
instance, Fig. 3 represents an organization with six data disks 
and four parity disks. The figure is much easier to understand 
if we observe that parity stripes and their parity disk are repre-
sented by straight lines and the data disks by their 
intersections. The problem of finding the maximum number 
m(k) of data disks that k parity disks can protect against all 
double disk failures becomes equivalent to the problem of 
finding the maximum number intersections that can be formed 
by k straight lines. We will call such disk arrays maximal disk 
arrays. 

Assume that we already have a maximal disk array with 
m(k) data disks and k parity disks. For k = 4, we have m(4) = 6. 
Adding one more parity disk, will allow us to form an addi-
tional parity stripe and place on this stripe k new data disks, all 
located at the intersection of the new parity stripe with one of 
the extant k parity stripes. We thus have the recurrence 

kkm)m(k +=+ )(1  whose solution is: 
 21 /)( −= kkm(k)  (1) 

Returning to Fig. 1, we see that a square-shaped two-
dimensional RAID array with an even number k of parity disks 
could protect k2/4 data disks against all double disk failures. 
For all values of k > 5, that is at least 40 percent less than the 
number of data disks in a maximal two-dimensional array with 
the same number of party disks. 

In addition to protecting the contents of their data disks 
against all double disk failures, square-shaped two-
dimensional RAID arrays prevented data losses in the pres-
ence of all triple disk failures that do not involve the failure of 
a data disk and its two parity disks. As we can see on Fig. 4, 
maximal two-dimensional RAID arrays are vulnerable to a 
second type of triple disks failures, namely the failure of three 
data disks forming a triangle such that each of the three data 
disks has one parity stripe in common with each of the two 
other data disks. Let us now evaluate the impact of this addi-
tional failure mode on the reliability of these arrays.  
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(a) A failure of one data disk and its two parity disks. 
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(b) A failure of three data disks forming a triangle. 

Fig. 4 – Characterizing the triple disk failures that will result in a data 
loss in a maximal two-dimensional disk array with four parity disks. 

III. RELIABILITY ANALYSIS 
Estimating the reliability of a storage system means 

estimating the probability R(t) that the system will operate 
correctly over the time interval [0, t] given that it operated 
correctly at time t = 0. Computing that function requires solv-
ing a system of linear differential equations, a task that 
becomes quickly unmanageable as the complexity of the 
system grows. A simpler option is to focus on the mean time 
to data loss (MTTDL) of the storage system. This is the 
approach we will take here.  

Our system model consists of a disk array with independ-
ent failure modes for each disk. Whenever a disk fails, a repair 
process is immediately initiated for that disk. Should several 
disks fail, the repair process will be performed in parallel on 
those disks. We assume that disk failures are independent 
events exponentially distributed with rate λ, and that repairs 
are exponentially distributed with rate μ.  

Building an accurate state-transition diagram for a two-
dimensional disk array is a daunting task because we have to 
distinguish between failures of data disks and failures of parity 
disks as well as between failures of disks located on the same 
or on different parity stripes. Instead, we present here a simpli-
fied model based on the following approximations:  
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Fig. 5 – Simplified state transition probability diagram for a minimal 
two-dimensional array consisting of m data disks and k parity disks 
for a total of n disks. 

1. Whenever the disk repair rate μ is much higher than 
the disk failure rate λ, each individual disk will be 
operational most of the time. Hence the probability 
that an array has four failed disks will be almost 
negligible when compared to the probability that the 
array has three failed disks. We can thus obtain a good 
upper bound of the array failure rate by assuming that 
the array fails whenever it has three failed disks in any 
of the critical configurations discussed in Section 2 or 
at least four failed disks regardless of their configura-
tion. In other words, we will ignore the fact that the 
array can survive some, but not all, simultaneous fail-
ures of four or more disks.  

2. Since disk failures are independent events exponen-
tially distributed with rate λ, the rate at which an array 
that has already two failed disks will experience a 
third disk failure is: 

 λ)( 2−+ km . (2) 
where m is the number of data disks and k the number 
of parity disks. 
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spond to the two types of fatal failures described in 
Fig. 4. Hence we will assume that the rate at which an 
array that has already two failed disks will experience 
a data loss will be λα )2( −+ km  with  

 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

=

3

3
km

k
m

α  (3) 

where m is the number of data disks and k the number of 
parity disks. Conversely, the rate at which the same array will 
survive the loss will be λα )2)(1( −+− km . 

Fig. 5 displays the simplified state transition probability 
diagram for a two-dimensional array consisting of m data 
disks and k parity disks for a total of n disks. State <0> repre-
sents the normal state of the array when all its disks are opera-
tional. A failure of any of these n disks would bring the array 
to state <1>. A failure of a second disk would bring it into 
state <2>. A failure of a third disk will result in a data loss 
with probability α or bring the array to state <3> with 
probability 1 – α.  
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Fig. 6 – MTTDLs achieved by three maximal two dimensional RAID 
arrays. 

As we stated earlier, we assume that any fourth disk failure 
will result in a data loss.  

Repair transitions bring back the array from state <3> to 
state <2> then from state <2> to state <1> and finally from 
state <1> to state <0>. Their rates are equal to the number of 
failed disks times the disk repair rate μ.  

The Kolmogorov system of differential equations describ-
ing the behavior of the array is: 
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where pi(t) is the probability that the system is in state <i> 
with the initial conditions p0(0) = 1 and pi(0) = 0 for i ≠ 0 and: 
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Observing that the mean time to data loss (MTTDL) of the 
array is given by 
 )0(*∑=

i
ipMTTDL , (6) 

where the )0(*
ip are the values at origin of the Laplace trans-

forms of the pi(t) in Eq. 4, we obtain the MTTDL of the array 
by computing the Laplace transforms of the above system and 
solving it for s = 0. The expression we obtain is a quotient of 
two polynomials that are too large to be displayed.  For k = 9 
and m = 36, it simplifies into 
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Fig. 7 – Simplified state transition probability diagram for a square-
shaped two-dimensional array consisting of 36 data disks and 12 
parity disks for a total of 48 disks. 

Fig. 6 displays on a logarithmic scale the MTTDLs 
achieved by three reasonably-sized maximal two-dimensional 
RAID arrays for disk repair times varying between half a day 
and seven days.  We assumed that the disk failure rate λ was 
one hundred thousand hours, that is, slightly less than one fail-
ure every eleven years. This failure rate is at the high end of 
the failure rates observed by Pinheiro et al. [PWB07] as well 
as Schroeder and Gibson [SG07]. MTTDLs are expressed in 
years and repair times in days.  

As we can see, the MTTDLs of the three arrays are fairly 
sensitive to the average repair times. This should be expected 
in disk arrays counting more than twenty disks each because 
these arrays have a bigger aggregate disk failure rate than 
smaller arrays.  

IV. COMPARISON WITH OTHER DISK ORGANIZATIONS 
In this section we compare the MTTDLs afforded our 
maximal two-dimensional RAID organization with those 
afforded by (a) a square-shaped two-dimensional RAID 
organization and (b) a more decentralized organization 
consisting of several independent RAID level 6 arrays.  

A difficulty in comparing different two-dimensional 
organizations is finding organizations with the same number 
of data disks. For this reason, we decided to compare the 
MTTDLs of 

1. A square-shaped two dimensional RAID array with 36 
data disks and 12 parity disks, and 

2. A maximal two-dimensional organization with 36 data 
disks and 9 parity disks. 

Fig. 7 displays the simplified state transition probability 
diagram for a square-shaped two dimensional RAID array with 
36 data disks and 12 parity disks for a total of 48 disks. Here 
the sole triple failures that may result in a data loss are those of 
a data disk and its two parity disks. Since there 
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but only 36 of them result in a data loss, the fraction a of triple 
failures that resulted in a data loss was:  
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Using the same techniques as in the previous example, we 
obtain the MTTDL of the new array as a quotient of two 
polynomials that are too large to be displayed.  
Fig. 8 displays on a logarithmic scale the MTTDLs achieved 
by the two array organizations. As before, we assumed that the 
disk failure rate λ was one failure every one hundred thousand 
hours and considered disk repair times between half a day and 
one week. 
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Fig. 8 – MTTDLs achieved by the two array organizations. 
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Fig. 9– A second alternative organization consisting of independent 
RAID level 6 arrays. (In reality the parity blocks would be equally 
distributed among all disks of each stripe). 
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Fig. 10 – Comparing the MTTDLs achieved by our maximal two-
dimensional arrays with those achieved by sets of RAID level 6 
arrays with the same numbers of data disks and parity disks. 

As we can see, the MTTDLs achieved by the two array 
organizations are fairly comparable even though the square-
shaped array organization has three additional parity disks. In 
contrast, the MTTDLs achieved the two organizations are 
strongly affected by the mean disk repair times. This suggests 
that the most efficient organization in terms of both cost and 
reliability might be our maximal organization with nine parity 
disks supplemented by one or two spare disks in order to 
speed up disk repair times.  

Our second benchmark was a more decentralized organiza-
tion consisting of several independent RAID level 6 arrays. 
Fig. 9 depicts such an organization. Recalling that the MTTDL 
of a RAID level 6 with n disks is: 
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and observing that the overall failure rate of a set of m identi-
cal independent disk arrays is m times the failure rate of one of 
its m components, we obtain the MTTDL of an organization 
comprising m RAID level 6 arrays with n disks each: 

 mnMTTDLnmMTTDL /)(();( = . (10) 

Fig. 10 compares the MTTDLs achieved by our maximal 
two-dimensional arrays with those achieved by sets of RAID 
level 6 arrays with the same numbers of disks. The compari-
son advantages the RAID level 6 organizations as we are 
comparing  

1. A maximal two-dimensional organization with 21 data 
disks and 7 parity disks with a set of RAID level 6 
arrays comprising 20 data disks and 8 parity disks. 

2. A maximal two-dimensional organization with 36 data 
disks and 9 parity disks with a set of RAID level 6 
arrays comprising 35 data disks and 10 parity disks. 

Despite having one more data disk and one less parity disk 
than their counterparts, the two minimal two-dimensional 
arrays still achieve higher MTTDLs at all repair times. 

V. PREVIOUS WORK 
Erasure coding for disk storage first appeared in RAID 

organizations as (n – 1)-out-of-n codes [PGK88, SG+89, G90, 
SB92, CL+94].  RAID level 6 organizations use (n – 2)-out-
of-n codes to protect data against double disk failures [BM93]. 
EvenOdd and Row-Diagonal Parity are also parity-based 
schemes capable of surviving two-device failures [BB+95, 
CE+04, GX+08]. With these schemes the goal was to survive 
the requisite number of device failures while attempting to 
minimize the total space sacrificed for redundant storage. 

Other parity-based redundancy schemes included STAR, 
HoVer, GRID, and Bˆ: the latter of which typified the 
tendency of such approaches to focus on the data layout 
pattern, independent of the number of underlying devices 
[TB06, LSZ09, H05, H06]. Typically, these data layouts were 
subsequently declustered data across homogenous, uniform, 
devices, and the majority could be classified as variations of 
low-density parity-codes as used for erasure coding in the 
communications domain by the Luby’s LT codes, and the 
subsequent Tornado and Raptor variants [S06, LM+97]. 
HoVer and the more general GRID used parity-based layouts 
based on stripes arranged in two or more dimensions. These 
layouts largely competed based on their space efficiency 
[XB99, TX07], or their ability to survive more than two device 
failures [H05]. 

Redundant layouts such as Bˆ, Weaver codes [H05] 
departed from this trend, and offered redundant layouts that 
strictly limited the number of devices contributing to parity 
calculations, thereby offering a practical scheme for greater 
numbers of devices than typical in RAID arrays.  

VI. CONCLUSION 
We have presented a two-dimensional RAID organization 

protecting data disks against all double failures and most triple 
failures at a lower cost than extant two-dimensional disk 
organizations: while these organizations require k parity disks 
to protect k2/4 data disks, our organization can protect 
k(k – 1)/2 data disks with the same number of parity disks. 

In addition, we found out that our new disk organization 
achieved better MTTDLs than a set of RAID level 6 stripes 
having one additional parity disk and one less data disk. 

More work is still needed to evaluate the impact of 
irrecoverable read errors on the reliability of these organiza-
tions. 

REFERENCES 
[BB+95] M. Blaum, J. Brady, J. Bruck, and J. Menon, EvenOdd: An 

efficient scheme for tolerating double disk failures in RAID 
architectures, IEEE Trans. on Computers 44(2):192–202, 
1995. 

[BM93] W. A. Burkhard and J. Menon. Disk array storage system 
reliability. Proc. 23rd FTC symp., June 1993, pp. 432-441.  

[CE+04] P. Corbett, B. English, A. Goel, T. Grcanac, S. Kleiman, J. 
Leong, and S. Sankar, Row-diagonal parity for double disk 
failure correction, Proc. 3rd USENIX FAST Conf., 2004, pp. 1–
14.  

[CL+94] P. M. Chen, E. K. Lee, G. A. Gibson, R. Katz and D. A. 
Patterson. RAID, High-performance, reliable secondary 
storage, ACM Computing Surveys 26(2):145–185, 1994.  

[G90] G. A. Gibson, Redundant disk arrays: Reliable, parallel secon-
dary storage, Ph.D. Thesis, U. C., Berkeley, 1990.  

[GX+08] W. Gang, L. Xiaoguang, L. Sheng, X. Guangjun, and L. Jing, 
Generalizing RDP codes using the combinatorial method, 
Proc. 7th IEEE Int. Symp. on Network Computing and Applica-
tions, pp. 93–100, July 2008. 

[H05] J. L. Hafner, Weaver codes: Highly fault tolerant erasure 
codes for storage systems, Proc. 4th USENIX FAST Conf., Dec. 
2005. 

[H06] J. L. Hafner, HoVer erasure codes for disk arrays, Proc. DSN 
Conf., June 2006, pp. 217–226.  

[HG+94] L. Hellerstein, G. A. Gibson, R. M. Karp, R. H. Katz, D. A. 
Patterson, Coding Techniques for Handling Failure in Large 
Disk Arrays. Algorithmica, 12(3-4): 182– 208, June 1994 

[LM+97] M. Luby, M. Mitzenmacher, M.A. Shokrollahi, D.A. 
Spielman, and V. Stemann, Practical loss-resilient codes, 
Proc. 29th ACM STOC Symp., May 1997, pp. 150–159.  

[LSZ09] M. Li, J. Shu, and W. Zheng, GRID codes: Stripe-based 
erasure codes with high fault tolerance for storage systems, 
ACM Trans. on Storage, 4(4):1–22, Jan. 2009. 

[PGK88] D. A. Patterson, G. A. Gibson and R. Katz. A case for redun-
dant arrays of inexpensive disks (RAID). Proc. SIGMOD 1988 
Conf., June 1988, pp. 109–116.  

[PSL07] J.-F. Pâris, T. J. Schwarz and D. D. E. Long. Self-adaptive 
archival storage systems, Proc. 26th IPCCC Conf., Apr. 2007, 
pp. 246-253. 

[PWB07] E. Pinheiro, W.-D. Weber and L. A. Barroso, Failure trends in 
a large disk drive population, Proc. 5th USENIX Conference on 
File and Storage Technologies, Feb. 2007, pp. 17–28. 

[S06] A. Shokrollahi, Raptor codes, IEEE/ACM Trans. on 
Networking 52(6):2551–2567, June 2006.  

[SB92] T. J. E. Schwarz and W. A. Burkhard. RAID organization and 
performance. Proc. 12thICDCS Conf., June 1992, pp. 318–325. 

[SG+89] M. Schulze, G. Gibson, R. Katz, R. and D. A. Patterson.  How 
reliable is a RAID?  In Proc. Spring 1989 COMPCON Conf., 
March 1989, pp. 118–123. 

[SG07] B. Schroeder and G. A. Gibson, Disk failures in the real 
world: what does an MTTF of 1,000,000 hours mean to you? 
Proc. 5th USENIX FAST Conf., Feb. 2007, pp. 1–16. 

[TB06] B.T. Theodorides and W.A. Burkhard, Bˆ: Disk array data 
layout tolerating multiple failures, Proc. 14th MASCOTS 
Symp., Sep. 2006, pp. 21–32.  

[TX07] A. Thomasian and J. Xu, Cost analysis of the X-code double 
parity array, Proc. 24th IEEE MSST Conf., pp. 269–274, Sep. 
2007.  

[XB07] L. Xu and J. Bruck, X-code: MDS array codes with optimal 
encoding, IEEE Trans. Information Theory 45(1):272–276, 
1999. 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


